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Abstract

Recently, major vendors have introduced new router plat$ato the market that support fast IP-level failure protectut of
the box. The implementations are based on the IP Fast ReRadp Free Alternates (LFA) standard. LFA is simple, unosire,
and easily deployable. This simplicity, however, comes atwere price, in that LFA usually cannot protect all possialilure
scenarios. In this paper, we give new graph theoreticaktéml analyzing LFA failure case coverage and we seek ways for
improvement. In particular, we investigate how to optimi@&® link costs to maximize the number of protected failurenseios,
we show that this problem is NP-complete even in a very sttiformulation, and we give exact and approximate aligorst
to solve it. Our simulation studies show that a deliberatectien of IGP costs can bring many networks close to coreplet
LFA-based protection.

I. INTRODUCTION

The IP protocol suite has come a long way to become a viablengeplatform for commercial telecom services. However,
there still exist missing components that make it difficalststain the transmission quality required by multimegialiaations,
like VoIP, IPTV, online gaming, etc., in a pure IP or MPLS/L@Rvironment. Perhaps the most prominent issue is the slow
reaction to device and link failures. Interior Gateway Boots (IGPs), like OSPF or IS-1S, adopt a restoration-bassitience
approach, using a global flooding of failure information anléngthy network-wide re-convergence process. In ordachieve
a sub-50 ms convergence time essential for most multimgujitications, one needs to go beyond conventional restorati
and invoke a protection-based, proactive, local recoveeyhod, called IP Fast ReRoute (IPFRR, [1]). In IPFRR, rauter
precompute alternate next-hops and traffic is instantlyched to these secondary next-hops should the primary hegxt-
become unavailable. This ensures that traffic flows withotérruption until the IGP converges in the background.

Unfortunately, combining IP’s destination-based forviagdwith protection is difficult. Therefore, many IPFRR pogals
require alterations to destination-based forwardinglfited, or introduce some forms of in-band or out-of-bandrsiging
mechanism for failure notification [3]-[5], or use tunnedsrbute around the failed component [6]-[8]. Deploying th#3FRR
mechanisms, therefore, would either demand non-triviadifieations to the essential IP infrastructure or imposesaterable
management burden on network operations [9] (or both), ngakietwork device vendors reluctant to implement them and
discouraging operators from deploying IPFRR.

To our days, only a single IPFRR specification has found ity wao commercial IP routers: Loop Free Alternates
(LFA, [10]). LFA is as simple as it can get: traffic impacted hyfailure is passed on to an alternate next-hop (called a
Loop Free Alternate) that still has an intact path to theidatbn. LFA can be implemented with straightforward saftey
upgrades, and so it can be deployed incrementally. Sinypheid deployability, however, comes at a significant prigending
on the network topology and IGP link costs, very often notrallters have LFAs to all destinations, making it impossible
repair certain failure scenarios rapidly.

Consequently, many operators are hesitating to enable triflng to measure the expected benefits against the adalition
costs. In this paper, we seek ways to assist in making thigitapt decision. In the first part, we give new graph theoatti
tools for analyzing LFA failure case coverage in operatioreworks. Similar protectability analyses are alreadgilable for
some non-standardized IPFRR mechanisms: [11] consider®fhmethod and [12] discusses a centralized destinatisedba
routing scheme. For LFA, only simulation-based reportsehiagen available this far [13]-[16], but a mathematical agips
for LFA coverage analysis is still missing. We took the litsteps towards this goal in [17], and in this paper we brirag t
work further.

Initial deployments confirmed that in many operational reeks LFA indeed does not guarantee protection for all failur
scenarios. There are various ways to overcome this. Onedltdnthe network topology (which problem we treated in }17]
and the other we focus on in this paper is altering link costgarticular, we ask how a network operator can adjust IGP
link costs in order to maximize LFA-based resilience. Whitgroving IP resilience is a recurring theme in the literatu
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(see [18] for deflection routing, [11] for O2, or [12] for a few), for the specific case of LFA only the joint optimizatioh
network performance and resilience has been investigatadopsly [19], [20]. Thus, at the moment very little undersding

is available as to how much LFA-based IP Fast ReRoute iskdeita protect an IP network and to what extent this can be
improved by optimizing link costs.

After reviewing the related literature in Section Il androducing the notations and the model in Section Ill, we fiistdss
LFA failure coverage analysis (see Section IV) and then,dnti®n V, we turn to discuss the LFA cost optimization proble
We show that even a very minimalistic formulation of the pewb is already NP-complete, and we give exact and heuristic
algorithms to solve it. In Section VI, we evaluate the prambalgorithms numerically and finally we conclude our worlthwi
Section VII.

Il. RELATED WORKS

The IP Fast ReRoute framework was initiated by the Intermgiieering Task Force in [1], and the Loop Free Alternates
standard, as the basic specification for IPFRR, was subs#gumcumented in [10]. IPFRR is not only targeted into plire
networks, but forwarding mechanisms that also rely on thedftrol plane for routing information could also benefitrfrat.
Most notable amongst these is MultiProtocol Label Switghirsing the Label Distribution Protocol for label managetmen

It was from the very beginning made clear by the IETF that LFAesInot guarantee fast protection for all possible failure
scenarios in all network topologies. This was later confirbg extensive simulation studies, which indicated thapeseling
on the topology and link cost settings, LFA can usually prbtenly about 50-80% of the possible link failure scenararsd]
the level of node protection is even worse [13]-[15], [21he$e LFA coverage analyses aredllantitativestudies, based on
calculating the LFA coverage for various real-life netwaokologies. Perhaps the most detailed amongst these isvh@ih
inspects the applicability of LFA in common access netwanoiogies. So far, ngualitative analyses have been available
in the literature, which would help uncover the graph th&oa¢ ingredients needed for good LFA coverage. We initlatee
work in that direction in [17], and in this paper we refine oarlier results significantly. Possibly the closest to osrghie
study in [12], where the authors perform a qualitative prtability analysis for a fast resilience scheme they calptétection
routing. Protection routing is appealing for such an analgs it is theoretically much easier to approach than LFAyéwer,
in practice it is somewhat less attractive as implementingquires centralized control over the routing tables.

Since the appearance of the original LFA draft, many IPFR&bpsals have surfaced. Implicit in these proposals is the
recognition that in order to protect all failure scenario® either needs to go beyond standard IP forwarding andfay ap
some forms of explicit failure notification mechanism. Tleason for this is that a router must give special treatmepauiets
traveling on a detour around a failure, or otherwise forwagdoops will arise in certain failure scenarios.

Most IPFRR proposals choose the former option and intenagnie level of IP packet forwarding. Failure Insensitive
Routing [2], [22], [23] differentiates packets based on iheoming interface they arrive through, letting the rouiemuess
the failure’s location from the direction of the receivedkets and exploit this information in the course of packewarding.
Multiple Routing Configurations [5] call to achieve the sagmal with explicit packet marking, while other proposaikel
Not-via Addresses, use tunnels to this end [6]-[9]. Unfoately, the former solution would allocate invaluable hitsthe
IP header, while the latter might cause painful packet fraiggetion and time-consuming reassembly at the tunnel éntdpo
if the additional IP header does not fit into the MTU. Deflestimuting for fast rerouting purposes is proposed in [18],
while O2 routing, a resilient multi-path data forwardingthned, is specified in [24]. Both require non-standard IP fmding
functionality, unavailable in commercial routers at themasmt.

A different approach is to use explicit signaling to notifguters about failures [3], [25]. This avoids having to mgdif
standard IP forwarding at the price of a establishing a sdpaignaling mechanism just for IPFRR. Proposals alsd &xis
combine different IPFRR mechanisms to achieve full pradecf21]. Good overviews on IPFRR are [13] and [15].

So far, only one IPFRR method has found its way into commekroiaters, and hence into operational IP networks: LFA.
Due to its appealing simplicity, operators can deploy LFAr@mentally without any particular staff training, and najor
alterations to installed IP hardware and software. Theegfat least two major vendors are already providing LFA duhe
box [26], [27], and other vendors are expected to follow.suit

Finding methods to design or optimize networks in an attetogimprove fast resiliency has been an actively researched
topic lately. In the recent literature, [18] seems to be thet fieference that, besides motivating the need for fase$iience
with detailed failure case analysis in an operational baokd proposes a method to improve the robustness of the rietwo
against such failures. Theory and algorithms for topologtimization for O2 are presented in [11], and a generic apgho
for protection routing is given in [12]. Apart from our studly [17], the only attempts at LFA-oriented network optintina
seem to be [19] and (partly) [20].

A common theme shared by most approaches is that (with thepéma of [11] and [17]) each one addresses the joint
optimization of network resilience and routing performasomultaneously. The former aims at better protectionrejailures,
while the latter is called to minimize congestion and ditté load evenly in the network with respect to some knowrgsueed
or predicted, traffic matrix [28]. A good example of this apach is [19], where the authors formulate the joint LFA cost
optimization and traffic engineering problem as a constfpingramming task and feed it into a generic solver. Weebeli



Figure 1: Sample network, edge costs and shortest pathsde fho

that this approach has several drawbacks. First, goodctmafitrices are difficult to come by, and this is even more sayod
as traffic is becoming extremely dynamic and unpredictaldleny modern traffic engineering methods, therefore, cotalyle
eliminate the dependence on traffic matrices [29]. Secdmetetmay be operational goals more important than mere load
balancing [30], [31], and most existing proposals leaves¢heut of consideration. But most importantly, solving thef
problem leaves the particularities of the individual sudipems, their computational complexity and algorithmipexgs, in
obscurity. For instance, the authors in [19] claim that thiatj problem is NP-complete because OSPF traffic engingénin
itself is already NP-complete [32], without ever gettingkioow anything about the computational complexity of LFA tcos
optimization alone.

We think that our approach, a rigorous separation of perfmga maximization and LFA cost optimization, allows a deepe
understanding of the problem. It lets us to treat LFA cosfirojatation as a standalone optimization problem, deternitse
complexity and give efficient algorithms. This then leadggtmd insight into the inherent limitations of LFA-based IBsF
ReRoute and the extent to which optimizing costs just forghgose of IPFRR can improve the resilience in IP networks.
We believe that only after understanding the fundamengaletoffs involved in LFA-based IPFRR should we take the next
step and address operational issues, like traffic engimgen network optimization.

IIl. M ODEL AND PROBLEM FORMULATION

We model the network with a connected, undirected gr@pW, E), the set of nodes is denoted by (|V| = n) and set of
edges byFE (|E| = m). Let N; denote the set of neighbors of some nade V. For simplicity, we assume that the network
consists of point-to-point links only and contains no brcast LANS and Shared Risk Link Groups (SRLGS). IGP link costs
are represented by an edge cost funcianE — Z*. The cost of an edgé, j) is denoted bye(i, j). The model assumes
that costs are symmetric. We presume 34V, E) and the cost function are readily available to the network nodes through
the IGP, using which all routers can compute the shortest gastance between any two routers in the network. Denote the
distance from node to node;j with dist(i, j).

Fig. 1 shows a sample network, with costs indicated near dgesand shortest paths towards ngdemarked by arrows.
For instance, nodé&'s next-hop along the shortest path to ngfiés nodee. Should the link fronb to its next-hope become
unavailableb can safely switch to an alternate next-hop, in this case ndven without explicitly notifying it about the
failure, asd will never send packets destined fdhroughb so no loop can arise. We say that for some souraed destination
d, a neighbom of s that is not the next-hop of towardsd is a link-protecting LFAIf [10]:

dist(n, d) < dist(n, s) + dist(s,d) . 1)

That is, any neighbor that is not an upstream in the shortatst pee is a link-protecting LFA. Besides noblee also has
an LFA to f (the samed as that ofb), and so hasl andc¢ (e and d, respectively). What is more, the LFAs éfand ¢ are
node-protecting as well, as they protect against both tiheréaof the link to the next-hop and the next-hop itself. Mover,
d is also called a per-link LFA fob, as it protects all nodes reachable frénthrough the link(b, e). For a full taxonomy,
see [10], [16]. As single link failures account for the méjpfabout 70%) of unplanned outages in a generic network, [88
shall treat only this type of failures in the sequel. Consaly, the term LFA will refer to link-protecting LFAs exdively.
Other LFA types are for further study.

We observe that, in the present network topology with theegilink costs, node. does not have an LFA tg. This is
because it has only two neighbors, one is the nextddpwards f whose failure we want to protect, and the other is an
upstream node, which cannot provide an LFA by (1). Given @ly@(V, E) and a cost function, let I, 4(G, ¢) be an indicator
variable whose value i$ if node s has an LFA to nodel, and zero otherwise. Then, given a set of source-destingtiirs
S ={(sk,d) : kel,... K, s, #di} the LFA coverage with respect 1§ is defined as (inspired by [10]):

1
ns(G,c) = 5] Z I4(G,c) .
(s,d)eS



We shall often confine ourselves to the special cases Whisnthe set of all node pairs whose destination is a given teahmi
noded: Sq = {(s,d) : s € V'\ {d}}, or whenS contains all distinct node pairs ii x V. In the latter case, we shall neglect
to indicateS in the LFA coverage metric and simply writgG, c).

As our example shows, usually not all nodes have LFA to altidatons. There are basically two ways to remedy this: by
adding new edges to the graph or by altering the edge codtenTthe example of Fig. 1, adding the new edgeb) to F
and setting its cost to, sayp, will let b to become an LFA of: (and vice versa). Th&FA graph extensiomproblem asks,
how to achieve maximal LFA protection by adding the minimuamer of new edges. We address this problem in a separate
paper [17]. The other way is to change edge costs: if we, fetaitce, reduce the cost of edged) from 8 to 5, thenc’s
shortest path tgf will bypassa and soa and ¢ will become LFAs for each other. This paper is devoted to stigate this
very problem, called th&FA cost optimizatiorproblem:

Definition 1: LFACostOpt(=, S): Given a graphZ(V, E) and a set of source-destination pafsis there a cost function
so thatns(G,c) = 1?

We shall in many cases treat the optimization version of LE&tOpt(=, S), that is, we shall seek the costs that maximize
network-wide LFA coverage.

IV. LFA FAILURE COVERAGE ANALYSIS

Before turning to discuss how to solve the LFA cost optimi@@aproblem, first we show some simple theoretical limits on
LFA coverage, intended to serve as a guideline for netwoskatprs to quickly assess the LFA-protectability of theitwork.
In particular, we give simple graph theoretical lower angempbounds on the LFA coverage achievable in a given grapkrund
any selection of link costs. In what follows, we shall assumet tha= (V x V) \ {(v,v) : v € V}.

Some preliminaries. Lef denote the average node degre&imnd letA,,.x be the maximum degree. Easil, >

for any connected graph, since the sparsest connectedsgaaphtrees for whiclh = =——. A A-regular graph is a graph
in which all nodes are of constant degr&e An even (odd) ring is a cycle graph with an even (odd) numlberodes. Rings
are the smallest-degree 2-edge-connected regular grapparticular,A = 2).

In [17], we identified the following fundamental lower andpgp LFA coverage bounds.

Proposition 1: The LFA coverage in a 2-edge-connected gr&fil, E') onn nodes ¢ > 3) is bounded byﬁ <n(G,c) <
1, and the lower bound is tight for even rings and uniform edggs: For odd ringsy(G, ¢) = % with ¢ uniform.

In the rest of this section, we discuss how to sharpen theeabounds. The idea is that the shortest path tree to some
destinationd can contain onlyn — 1 edges, and all further edges provide at legsand at mos®, nodes with LFAs towards
d. Consider the following lemma.

Lemma 1:For any connected simple graghwith n > 2, n(G,c) < -5 (A — 2) + 2.

Proof: An edge not contained in the shortest path tree rooted at gopnevides at mos2 LFAs towardsd. This occurs
when the edge lies between two branches of the tree. Sinceutivder of such out-of-tree edges is exaetly— (n — 1), at
most2(m —n+1) = nA —2n+ 2 = n(A — 2) + 2 nodes can have LFA td. Taken the sum over all nodes and dividing by

the number of source-destination pairs givgé&) < % Lo (A-2)+ 25 |

The Lemma is non-trivial forz(”n—_l) < A < 3. For trees, in particular, we obtaiiG, ¢) < 0, which implies that the Lemma
is tight for trees over arbitrary link costs. It is tight foniform cost odd rings as well, for which we obtaiiG, ¢) < %
(c.f., Proposition 1). R

Lemma 2:For any connected simple graghwith n > 2, (G, c) > 25 Azax_l + DG

Proof: Again, exactlyn — 1 nodes are contained in the shortest path treé, @nd an out-of-tree edge (of which we have
m — n + 1) can provide at least one LFA towards(if the edge is inside a single branch of the shortest path tieen it

provides LFA from the upstream to the downstream). So thezera— n + 1 out-of-tree edges that are incident to at least

yiw ”“ = "(AQ 12“1“1 nodes providing LFA to them towards(A,.x — 1 because every node has at least one in-tree edge, so
onIy the rest count as out-of-tree edges). Taking the sumala@odes and dividing by.(n — 1) gives the required resultm

Corollary 1: For aA- regular graphRa onn nodes,n(RA, )>1- ;%

This givesn(Rz,c) > 1 andn(Rs3,c) > 1 + 215 > 1. From this, we conclude that the lower bound of Lemma 2 isttigh
for even rings (again, by Proposition 1). One easily see’sitria tight for trees as well, for which we gef(G,c) > 0.

The above analysis helps us identify an interesting extregmse for LFA coverage. In particular, we find that the 2-catedd
graph with the smallest possible average degree that canlipefotected using LFA is the 3-rin@’s. Every other 2-connected
graph with complete LFA coverage has average degree higher2t From Proposition 1, we havg(Cs, ¢) = 1, which is
attained wherne is uniform, and one easily sees thgts, ¢) is the only 2-connected graph of average degkee 2 with this
property. Graphs wittlA < 2 cannot have full protection because such graphs contaiaat bne node with degréewhose
single outgoing link can never be protected. On the othedhkamger 2-connected graphs with = 2 are all ring topologies,
and rings can only have full LFA coveragerif= 3 (again, by Proposition 1).

2(n—1)

1




@n(G,e) =1 (b) n(G,c) < 3

Figure 2: Mdbius ladder topologies.

V. LFA COST OPTIMIZATION

Next, we turn to the LFA cost optimization problem. This pesh asks for an IGP link cost setting that maximizes the
LFA coverage, given the inherent limitations of the netwtoology under consideration. First, we characterize tierg to
which such an optimization can improve LFA coverage, thendigeuss the complexity and the algorithmic aspects of the
problem.

A. The potential of LFA cost optimization

The question immediately arises as to whether it is wortlintping costs for LFA at all. Easily, readjusting costs in sho
of the cases alters, possibly in a negative way, defaulttsbiopaths, which might have been previously tweaked widatgr
accuracy to match the needs of the network in terms of loaanlo#lg, traffic engineering, etc. [28], [30], [31]. On thénext
hand, as shall be shown through an example below, the wiris\adtie with optimizing link costs for LFA can be substahtia
(more than 50%), and such a huge improvement in fast resjliemight compensate for the losses in forwarding efficiemcy i
certain cases.

Consider the so called “Mdbius ladder” topologies depiétedlig. 2. These graphs consist of an even ring with all thenmai
diagonals added. In Fig. 2a, the cost of diagonals is chosehad the path between any two nodes is shorter around the rin
than through it via a diagonal. This way, as one easily chetlesgraph has complete LFA coverage. The graph constructio
can be generalized to arbitrary evenand one can always choose the above cost setting strategghteve complete LFA
protection. Fig. 2b also depicts a Mobius ladder (foe= 10), just with setting costs uniformly at all edges and drawn in
a slightly awkward layout. The layout was chosen so that are easily check the validity of the following claim for any
Mobius ladder withg odd,n > 2 andc uniform: for everyd € V, exactly & — 1 nodes have LFA. Considering the node
we marked in Fig. 2b, there is exactly one node in each “colutmat has an LFA tad, except for the column of in which

there is no protected node. This givg&?,c) = £ — 1 L= < 1. For instance, in our examplgG, c) = 2.

This example shows that different selections of edge castgpcoduce dramatical differences in LFA9 failure case cager
Simulation studies presented later also seem to suppsrtihim. The other lesson is that resilience and forwardffigiency
are usually contradicting requirements in routing: in oxaraple in the latter case all traffic flows along min-hop pdibs
resilience is poor, while in the former case we have full ection but long forwarding paths going around the ring iadtef

taking the shortcuts through it. Such “joker” links that dat arry traffic seem a general requirement for protectgiiil].

B. Complexity

Next, we turn to discuss how to solve the LFA cost optimizatmyoblem as of Definition 1. First, we characterize the
computational complexity of the problem.

Theorem 1:The LFA cost optimization problem LFACostOpt( S) is NP-complete.

This result is not particularly unexpected, as we founddadlsi all other LFA-related network optimization probleN®-
complete [17]. Taking a closer look, we find that there are teasons due to which the problem is difficult. First, there
is an inherent coupling between the LFAs to different degtims through the link costs, which makes it difficult to raak
independent decisions. In particular, assigning a neigab@n LFA towards some destination necessitates adjustigg costs
accordingly, but this may destroy LFAs to other destinaid®econd, even assigning LFAsjtsst a single destinatioseems
difficult enough. Consider the following theorem.

Theorem 2:Given a graptG(V, E) and a nodel € V, LFACostOpt(G, Sg) with S; = {(s,d) : s € V\{d}} is NP-complete.

For a complete proof, see the Appendix.

Obviously, Theorem 2 proves Theorem 1 stated for the gewgas®d LFACostOptg, S) as well, of which LFACostOptf,

Sq) is a special case. Additionally, we also observe that thémipation version, which asks for a cost maximizing LFA
coverage, is also intractable.



Algorithm 1 Heuristic LFA cost optimization algorithm. Input is gragh

1: ¢ + random_cost,,.x), T <+ Tp

2: whileT' > 0 andn(G,c) < 1

3: ¢ + argmax n(G,q)
geneigh(c)

4 if n(G,d)>n(G,c) orT >randon{Ty) then

5 c+c

6: end if

7 T+T-1

8: end while

C. Algorithms

LFA cost optimization is difficult, yet solving it would be #emely useful for improving the resilience in operatiofil
networks. Next, we give an Integer Linear Program (ILP)ahlé for obtaining optimal solutions only in small netwgritsen
we discuss a heuristics better suited to large networkssiroplicity, we assume thaf contains all distinct node-pairs (even
though the algorithms are easy to generalize to arbit&ry

The ILP is formulated in the dual space: to every nodee assign a node potentiaf that signifies the shortest distance
from i to somed over the costs:;, and then we require that the potentials and the costs tegétifill the Shortest Path
Optimality Criteria [34] while also maximizing LFA coverag

max 3 o @
(s,d)eS
7T;-i + sfj = ﬂ'f +cij, 0<Z sfj < Cyfj 3)
V(s,d) € §,V(i,j) € E
>yl <IN -1 V(s,d) €S (4)
vEN,
ye € {0,1} Y(s,d) € S,Yv € N, (5)
8-St —rl 424 <0, 0<2 <1 6
V(s,d) € S,Yv € N, ©
Z 24 >af 0<al<i1 V(s,d) €S @
vEN,
cij = ¢ji,  Cij € {1,...,Cnax} V(i,j) € E 8)

In the ILP, (3)—(5) enforce the Shortest Path Optimalityté€ia: for each edgéi, j), wf < 7d + ¢;; and the inequality is
satisfied with strict equality for at least one neighbor.sTisito ensure that the node potentiafscorrectly encode the shortest
path distances with respect to the destination nddeer the cost setting. Furthermore, (6)—(7) represent the LFA condition
as of (1): by (6)z¢, is an indicator variable whose value is positive if and offily is an LFA froms to d, and (7) ensures that
a? only becomes positive if at least one neighborsgfrovides LFA towardsl. The requirements (8) guarantee that costs are
symmetric and are selected from the inter{/al. . ., Cinax }- Finally, the objective function (2) maximizes the numbéLBA
protected node pairs. There are two problem parameterett B C,,,. is the maximum permitted cost, whiteé > nC,.x

is the maximum allowed potential difference between twayhkoring nodes.

The ILP hasO(n?) integer variables, which makes it intractable in anything the smallest topologies. Therefore, we
also present an approximate algorithm roughly modeled #fiee Simulated Annealing probabilistic metaheuristiceTitiea
is to, starting from a randomly chosen cestsearch for the best “nearby” ¢ and accept’ if either ¢’ provides larger LFA
coverage tham (greedy step) or’ is worse tharc but the temperatur@' of the system is sufficiently large (escape from a
local minimum). As the algorithm progresses we gradualfuceT’, thus the system will increasingly tend to get stuck in a
good quality local minimum.

The pseudo-code for the approximate algorithm is given ig. Al The subroutine andom cost ( C) returns a random
initial cost in the rangd1,...,Cuax} for each link. The routin@ei gh( ¢) returns a positive, integral cost setting obtained
by increasing or decreasing (if possible) the cosit exactly one edge by. Line 3 searches for the best such neighbor.
We unconditionally accept this cost if it is better than theious one. Additionally, we also accept it if a random nemb
generated in the rangg, Ty] by the subrouting andom( 7;) is belowT. Thus, the algorithm easily escapes from local
minima initially, to eventually settle in a good local minim by only letting greedy steps whéhnis low. The input to the
heuristic is the grapléz(V, E), initial temperaturél;, and maximum allowed cost,,..., and the output is the final cost The
complexity of the algorithm i$)(7pmn?), dominated by the need to evaluatg, ) (needingO(n?) steps) in each iteration



Table I: LFA cost optimization in random topologies.

Num | n | m | Lower/Upper | n(G,copt) | N(G,c*)
1* 7111 0.278/1 1 0.976
2 8 9 0.095/0.571 0.536 0.536
3* 8 | 13 0.214/1 1 0.982
4 7111 0.278/1 1 1
6 8 9 0.143/0.571 0.571 0.571
9 7|1 0.208/1 0.952 0.952
10 8| 11 0.114/1 0.857 0.857
11 8 | 10 0.143/0.857 0.75 0.75
12 8 9 0.095/0.571 0.429 0.429
13 8| 11 0.143/1 0.911 0.911
14 8| 11 0.19/1 0.821 0.821
15 8| 11 0.19/1 0.946 0.946
16 7 8 0.111/0.667 0.5 0.5
17 8| 14 0.2/1 1 1
18 8| 11 0.114/1 0.714 0.714
19 8 9 0.143/0.571 0.482 0.482
20 8 | 10 | 0.143/0.857 0.679 0.679

for each2m neighborq of the current cost.

VI. NUMERICAL EVALUATIONS

In the course of our numerical studies, first we were curieu®dnow close the approximate LFA cost optimization aldnonit
can get to the optimum. Therefore, we implemented the ILR(8)and the heuristics as described in Alg. 1. We found that
about the largest non-trivial graphs for which the ILP cansbised are of 8 nodes. Unfortunately, very few real topaegi
of this small size are available in the literature. Thus, fing round of the evaluations were run on BsgRényi random
graphs f = 8, expected node degr&g. Out of the20 random graphs generatel; was 2-connected. For each topology, the
simulated annealing was executed 500 tiniBs=£ 150, Cy,ax = 20) and the cost* that attained the highest LFA coverage
was selected. A tabu list of size 20 was also applied in ordgréclude the heuristics from oscillating. Table | givemso
characteristics of the graphs (number of nodesand number of linksn); the theoretical lower and upper bounds on LFA
coverage (as of Lemma 1 and Lemma 2); and the actual LFA cogef@=, copt) for the costscop Obtained by the ILP
and the heuristicsn(G, ¢*)). We observe that from th&7 experiments only ir2 cases the approximation did not find the
optimum (these experiments are marked by an asterisk ireTaband the difference is at most 2-3% in LFA coverage. This
indicates that in small networks the simulated-annedtiaged heuristics performs quite efficiently. Additionallye found
that the theoretical bounds provide a solid estimate on t# toverage. Especially the upper bound seems to be of pahcti
relevance.

In the second round, we examined the performance of the aippate LFA cost optimization algorithm in larger real netio
topologies where the ILP could not be solved to optimalitg Wéed inferred ISP data maps from the Rocketfuel datasgt [35
(AS1221, AS1239, AS1755, AS3257, AS3967 and AS6461). Wainbkd approximate POP-level maps by collapsing the
topologies so that nodes correspond to cities and we eltednaaf-nodes (this preprocessing method was sugges{éd]in
These networks come with inferred link costs (these cogtsnaeded to compute the “default” LFA coveragé, c¢) of the
network). We also chose some network topologies from [3&inely, the Abilene, Italy, Germany, NSF and AT&T networks
and the 50 node extended German backbone (Germ_50). Umdbety, except for the last network no valid link costs were
available, so we set each cost to We also chose some representative ISP topologies from {3 farticular, the Arnes,
Deltacom, Geant, and the InternetMCI topologies. Link sagére set inversely proportional to the link capacitiess(fetting
is recommended by Cisco, see documentatiorospf aut o- cost in [38]). Additionally, we also ran the evaluations on
some artificial topologies with uniform costs. In partiauld/,, are the Mdbius ladder graphs af nodes as discussed in
Section V.

Table Il shows, in the order of the appearance: the chaisiitsr of the topologies (name, number of nodeand edges
m, and the average node degrag the LFA coverage obtained by the original link cost settfor the graphs; and the LFA
coverage)(G, ¢*) for the best cost function* obtained by the approximate algorithm. There was only opelagy on which
we could solve the ILP to optimality: AS1221. For this pastar network, the approximate solution matches the ILPropth
(G, copt) = n(G, ¢*) = 0.833).

Our observations are as follows. First, we found that the IcBeragen(G, ¢*) produced by the approximate algorithm is
usually significantly higher than the LFA coverage produbgdhe network’s original cost setting. The improvement @dn
always exceeds 5%, but in many cases it attains about 15-2Q§46 AS1239, AS3967, or the Italian backbone). This sugges



Table II: LFA cost optimization in real and artificial topdies.

Name n m A | 9(G,e) | n(G,c*)

AS1221 7 9 | 257 0.809 0.833
AS1239 30 69 | 4.60 0.873 0.957
AS1755 18 33 | 3.66 0.872 0.98
AS3257 27 64 | 4.74 0.923 0.997
AS3967 21 36 | 3.42 0.785 0.967
AS6461 17 37 | 4.35 0.933 0.996
Abilene 12 15 25 0.56 0.701
Italy 33 56 | 3.39 0.784 0.919
Germany 17 25 | 2.94 0.695 0.889
NSF 26 43 3.3 0.86 0.95
AT&T 22 38 | 3.45 0.822 0.984
Germ_50 50 88 | 3.52 0.9 0.934
Arnes 41 57 | 2.78 0.623 0.702
Deltacom 113 | 161 | 2.85 0.577 0.662
Geant 37 55 | 2.97 0.69 0.74
InternetMCl 19 33 | 3.47 0.904 0.932
Mg 6 9 3 0.4 1

Mo 10 15 3 0.444 0.933
Mg 18 27 3 0.470 0.879
M3 30 45 3 0.482 0.89

that optimizing costs specifically for LFA usually attairigreficant improvement in network resilience. The improwerhis
especially significant for the artificial networks. Secofud,large Mébius ladder graphs the approximation could rettajpser
than 10% to the optimum (which we knowiigG, copt) = 1 in this case). This indicates that in larger topologies tfieiency
of the heuristics we identified in small networks might nofgoesent. Last but not least, we observe that the final LFArame
n(G, ¢*) in many real network topologies is more than 95%. The dersenetwork, the higher the LFA coverage. It seems
that networks with an average node degree exceeding a@uéend themselves especially well to LFA cost optimization
(AS1239, AS1755, AS3257, AS6461, AT&T, Germ_50): in thestworks even the default cost settings yield a higher than
80% LFA coverage and our cost optimization tool can brings¢heetworks well beyond 95% and close to 100% in many
cases. Networks of average degfeare still amenable to LFA, but when the degree falls befothe chances of getting a
high LFA coverage rapidly vanish. For sparser network®(tie Abilene topology), the final LFA coveragéG, ¢*) is a mere
70%. These observations are in line with our theoreticalyasigmin Section IV. Note, however, that node degree aloneois
sufficient to assess the extent to which LFA can protect a ovétwas there are topologies (the Mdbius ladder graphs) that
have small average degree dfbut still complete LFA protection over some appropriatehyosen costs. It seems that LFA
cost optimization is most difficult when the degree is abhut

Our results suggest that most real network topologies, lwlaiee usually richly connected and highly redundant, lend
themselves readily to LFA cost optimization and almost @&lirl FA coverage can be achieved in most of the cases. There
were, however, some exceptional topologies where LFA cp8inization was less appealing. For such networks, LFA is no
an acceptable option and operators need to look after méogeaf alternatives [39].

VIl. CONCLUSIONS

In this paper, we have assessed the possibilities of impgdfést resilience in operational IP networks using the LBoge
Alternates method. The motivation for choosing LFA overalternatives is its simplicity, easy deployability, ancagability
in IP routers. We presented new tools to quickly estimate lf&Rire case coverage and we sought ways to improve it by
carefully adjusting IGP link costs. We showed that this peobis NP-complete and we proposed a simplistic simulated-
annealing-based approximation, using which we could &eh@ose to perfect LFA coverage in many real-world network
topologies. Considering that LFA is just a router-configiora command away in many modern IP networks, we believe
that this result has huge practical relevance. Nevertheles also found that some topologies are less amenable tochEA
optimization. Future work involves combining the LFA netk@ptimization tools we gave in [17] and the algorithms praed
herein to improve IP-level fast resilience in such notosimetwork topologies.
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APPENDIX

Proof of Theorem 2:Easily, LFACostOpt(z, S;) is in NP. To prove NP-hardness, we show that it is essepgajuivalent
to the protection routing problem, proved to be NP-compietf 2].

Definition 2: PR(G, d): given a graphG(V, E) and somel € V, is there a directed spanning DAB,(V, Ey) : E4 C E
rooted atd, so that for any single node or link failurg every nodes € V' \ {d} has a neighbok : (s, k) ¢ E4 for which it
holds that(i) & is not upstream 0§ in Rg, and(ii) there is ak — d path in Rg, WhereRg is obtained fromR,; by removing
the failed componenf.

The basic differences are th@) LFACostOpt(=, Sy) is defined in terms of costs, while RR(d) in terms of a routing
DAG Ry, (b) PR@G, d) is for both node and link failures, while LFACostOgY(S,) is only for link failures, andc) item (ii)
in the above definition. To show equivalence, we need to Ieaalliithese differences.

First, we show that a cost functianuniquely determine&,; and vice versa, in that we can show a mapping fioto Ry
so that a path is shortest path ovef and only if it is contained inR,; (this will handle(a)). Easily, the shortest paths over
are always in a DAG. The reverse direction, that is, takitigand creating a cost of it, is equally easy: take a topological
orderingo(v) : v € V of Ry (this always exists) and for each j) € E setc(i, j) = o(j) — o(3) if (i,7) € Eq andc(i,j) =n
otherwise.

Second, taking a close look on the NP-completeness prooR¢{Pd) in [12], we observe that the proof remains valid if
we treat link failures only and disregard node failures. §hue can a state stronger claim: PR{) is NP-complete, even if
we only allow link failures. This handle®).

Finally, (c) means that in PRY, d) we only take a node for protected, if after a failytall its downstream neighbors’ path
in Ry avoids f. However, when we only consider single link failures, itéinguarantees this. ]



