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Abstract—Software Defined Networking is an emerging
paradigm that is expected to revolutionize the building of com-
puter networks. With the decoupling of data and control plane
and the introduction of open communication interfaces between
the networking layers, SDN enables programmability over the
entire network promising rapid innovation in this area. The SDN
concept was already proven to work well successfully in cloud
and data center environments thus the proper monitoring of
such networks is already in the focus of the research community.
Methods for measuring QoS parameters such as bandwidth
utilization, packet loss and delay were already introduced in
the literature, but they lack of a solution for tackling down
the question of available bandwidth. It this paper we attempt
to fill this gap and introduce a novel mechanism for measuring
available bandwidth in SDN networks. We take advantage of
the SDN architecture and build an application over an SDN
controller that can track the topology of the network and the
bandwidth utilization over the links, and an by this able to
calculate the available bandwidth between two points in the
network. We also validate our method using the popular Mininet
network emulation environment.

I. INTRODUCTION

Today computer networks are everywhere. In our everyday
life we are almost always connected to the Internet and
since many business critical applications also need network
connection in most of the cases we are also using them in
our working hours. The different demands of heterogeneous
networks has led to a situation where nowadays IP networks
are very complex to both build and manage. The current
network architectures are very rigid thus it is especially very
hard to implement new features into them.

Software Defined Networking (SDN) offers a solution for
this problem with mainly the following features: i) it decouples
the data and control plane thus network devices become simple
forwarding elements (also called SDN switches), ii) control
logic is moved out to an external Network Operating System
(also called the SDN controller) which makes the decisions
about forwarding rules and communicates them to the SDN
switches via open protocol standards (e.g. OpenFlow), iii)
external applications can program the network using the ab-
straction mechanisms provided by the SDN controller. The
SDN concept has quickly gained significant focus by the
research community after the introduction of OpenFlow in
2008 [1].

In the last few years there have been several proposals
for monitoring Quality of Service (QoS) parameters in SDN

networks. They mostly tackle the problems of e.g. bandwidth
utilization [2]–[6], packet loss ratio [5], packet delay [5],
[7] and traceroute [8] measurements. We couldn’t find any
paper in the literature that deals with the problem of available
bandwidth (ABW) measurement in SDN.

However, ABW measurement can have significant impor-
tance for both service provider and application perspectives.
Service provider frequently use them for network manage-
ment and traffic engineering purposes. Furthermore, nowadays,
video streaming generates the biggest portion of Internet traffic
where ABW techniques plays a significant role in adopting to
the current network load.

The main contribution of this paper is to present a method
for available bandwidth measurement in Software Defined
Networks. Taking advantage of the features that SDN offers,
we present a solution for this problem in three different
networking scenarios: i) when paths in the network are fixed
thus we want to know the route between two points and the
associated available bandwidth, ii) when paths are not fixed
thus we want to find the best possible available bandwidth
between to points in the network and the associated route, iii)
the same scenario as the previous one in multipath environ-
ment thus we want to find the best possible multipath solution.
We also validate our method on a test environment using the
Mininet network emulation tool [9] and the Floodlight SDN
controller [10].

The reminder of this paper is structured as follows. Section
II presents the background of Software Defined Networks and
the related work. In Section III we present our approach for
measuring available bandwidth in SDN. Section IV describes
the test configuration that we used to validate our method. The
results of tests are presented in Section ??. Finally, in Section
V we conclude our work.

II. BACKGROUND AND RELATED WORK

Although Software Defined Networking only gained signif-
icant focus by the research community after the introduction
of OpenFlow [1], the main concepts of SDN root in earlier
works in the fields of active networks, control and data plane
separation and network virtualization [11]. In this paper we
follow the definition of SDN as presented in [12] which is
based on the following four elements.
• Control and data planes are separated from each other.

Network devices no longer have control functionalities,



they become simple forwarding devices.
• Forwarding rules are made based on a set of fields in the

packet headers (not by the destination of the packet). This
also guarantees unified behaviors of networking elements
such as switches, routes or firewalls.

• The control plane is moved to an external entity called
the Network Operating System (NOS) or SDN controller.
NOS is a software that runs on commodity hardware and
it can communicate the forwarding rules to the switches
via open standards.

• Third party application can program the network over
the NOS. The controller must also provide the necessary
abstractions and interfaces for serving these applications.

Fig. 1 presents the architecture of Software Defined Net-
works. The SDN controller can communicate with the switch
via the southbound API. Arguably, the most used standard for
southbound API is OpenFlow, but there are other proposals
for e.g. OVSDB [13], POF [14] or ROFL [15]. For NOS
platform there are many available open softwares such as
NOX [16], POX [16], Floodlight [10] or Ryu [17]. Moreover,
there are ongoing industrial consortia projects for data center
specialized controller platforms, for e.g. OpenDayLight [18]
or OpenStack [19]. As shown if Fig. 1, SDN applications can
program the network using the northbound API of the NOS.
However, these APIs are specific to controller software thus
most of the currently available SND applications are only able
to work over one NOS platform.

In the recent years, there has been several proposals for
monitoring Software Defined Networks. FlowSense [2] pro-
pose to use only the mandatory OpenFlow messages to mon-
itor the bandwidth utilization over the network. Although this
approach offers bandwidth monitoring with zero extra load
to the network, it has been proven to work inaccurately under
dynamic traffic conditions [4]. Other papers propose to use the
FlowStatsReq message in OpenFlow to poll the interface and
flow counters in the switches for bandwidth measurement [4]–
[6]. Furthermore, PayLess [4] and MonSamp [6] offer adaptive
sampling algorithms that can adopt for the current network
load. However, their approach are conflicting since PayLess
suggests to increase the sampling rate when the traffic load is
high (for increasing the accuracy) whereas MonSamp suggests
to decrease the sampling rate under high load (so the higher the
network load the lower monitoring load should be generated).

OpenNetMon [5] also offers solution for packet loss and
delay monitoring as well. For packet loss measurement it polls
the flow counters in the ingress and egress switches of a given
flow and calculates the difference. For delay measurement
it uses the SND controller to send packet probe packets to
the network along a given path and than looped back to the
controller. Using the round trip times to the ingress and egress
switches the tool is able to calculate the delay for the given
path. Phemius and Bouet [7] also use the same approach for
delay measurement but they observed a constant difference
between the measured and reference time values. They also
present a method for calculate this value and calibrate the
delay measurement according to this calculation.
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Fig. 1: The architecture of Software Defined Networks

We found that the current literature lacks of a solution
for measuring available bandwidth in SDN. Furthermore, a
comprehensive taxonomy of different elements in Software
Defined Networking can be found in [12].

In classical networks available bandwidth techniques are
classified into active and passive techniques. Passive methods
use multiple measurement points in the network to monitor
the bandwidth utilization, the packet loss ratio and the packet
delay. With the synchronization of this measurement one can
estimate the available bandwidth. However, these methods
are very complex to deploy thus they are rarely used in
practice. The active methods operate by sanding probe packet
to the network. Most commonly used tools like Iperf [20] or
Ookla [21] use a single TCP flow to saturate the network path.
Since this method suppresses other traffic on the network they
are rarely used for professional purposes.

Active ABW methods in the literature is usually categorized
into packet gap and packet rate models. Packet gap tools such
as Spruce [22] or Traceband [23] use packet pair to calculate
the ABW. Based on the difference of the entry and the exit
time gap of the packet pairs they are able to estimate the load
on the bottleneck link, thus along with the bottleneck link
capacity they are able to calculate the available bandwidth. On
the other hand, packet rate tools use multiple series of packet
with different rates. They iteratively increase the sending rate
until congestion occurs thus they are able to estimate the
available bandwidth without any knowledge of the network.
Examples for packet rate tools include PathLoad [24] and
PathChrip.

However, most of the ABW tools that are currently available
can only work in certain networking scenarios after precise
calibration [25]. In our approach we use a passive available
measurement method by taking advantage of the NOS on
the architecture of SDN. We use the northbound API of the
Floodlight controller to discover the topology of the network
and to monitor the bandwidth utilization of the links. With this



TABLE I: Notation list

Notation Description

G(V,E)
the directed graph representation of the network
topology with node set V and edge set E

ei ith link in the network topology graph
ci the capacity of ei
bi the current bandwidth load on ei
ai the available capacity on ei, ai = ci − bi

PA→B the set of all available paths from A to B

information we are able to calculate the available bandwidth
for any path in the network in any given time.

III. MEASURING AVAILABLE BANDWIDTH IN SDN
NETWORKS

In our available bandwidth application we take advantage
of the network abstractions provided by the NOS. Using
northbound API of the SDN controller we are able to query
all the switches operating in the network and links between
them. Firstly, our application uses this information to build
up a network topology graph G(V,E), where the node set V
corresponds to the switches and the edge set E corresponds
to the links (for further notations see Table I). Furthermore,
we assume that the capacity ci of every link is known in the
network. This is a viable assumption since the type of every
link is known by the NOS, and if any further policy limits the
bandwidth on a given link the network operator should have
information about it.

The application is also able to measure the current load
bi of every link. For this we use similar approach that was
previously presented in papers [4]–[6] thus we periodically
poll the counters in the SDN switches using the FlowStatsReq
OpenFlow message. This method is already proven to be
working effectively in SDN and it provides an easy solution for
measuring the bandwidth utilization over the entire network.
After this step, we are able to calculate the available capacity
ai on every link in the network. Based on the ai values we are
able to calculate the available bandwidth on a given P path
by the following formula

ABWP = min
ei∈P

ai. (1)

Host Server

Virtual Machine

Mininet Network
Emulation

Floodlight
Controller

ABW 
Application

Fig. 2: The assembled test configuration

The application is also able distinguish three different
scenarios and calculate the ABW according to it. These cases
are the following.

1) ABW on fixed paths. In this scenario the routing
policies are fixes thus for a given flow first we have
to find out it’s route on the network and than calculate
the available bandwidth using Eq. (1). For this the
application can use the northbound API of the NOS,
e.g. Floodlight’s REST based API provides an interface
for telling the route of a flow in the network (with any
given headers on a given entry point) according to the
policies set up in the controller.

2) Best available path. In this case we have to find the path
P between two points in the network where the available
bandwidth is the largest. This can be expressed by the
following equation:

ABWA→B = max
P∈PA→B

min
ei∈P

ai. (2)

For solving this equation we use a modified Dijstra
algorithm where the metric of a path is not measured
by the sum of the edges’ capacities (distances) but by
Eq. (1). This algorithm also gives the best possible path
for the best AWB solution in O(|E|+ |V | log |V |) (just
like a normal shortest-path Dijstra algorithm would).

3) Multipath scenario. In this case we can use multiple
paths between two points for flowing the traffic in the
network. We consider this as an important scenario since
the SDN architecture can easily enable solutions for
multipath routing, for e.g. using MPTCP in the transport
layer [26]. In this case we face off a classical max-
flow problem over the network topology graph G(V,E)
which can be solved by the Ford-Fulkerson Algorithm
in O(|E|f) complexity (where f is the maximum flow
in the graph).

IV. TEST CONFIGURATION

Fig. 2 presents the schematics of the assembled test con-
figuration. We use Mininet for network emulation and Flood-
light [10] as SDN controller. Mininet is running inside a virtual
machine1 on the host server using VirtualBox. We chose to
run Floodlight directly in the host server since we often faced
load issues when we run it inside the virtual machine. For
further reference, we collected the used hardware and software
versions in Table II.

The ABW application also runs in the Mininet virtual
machine. The reason for that is that parallel with the ABW
calculation method presented in Section III, we also use a
kernel polling mechanism for generating reference values for
the measurements. Mininet creates separate network interfaces
in the Linux system for every interface of the emulated SDN
switches. This allows us to use IPtables for ground truth
data generation since this method provides more accurate
measurement of the traffic on the interfaces. Packets between

1Virtual machine image was downloaded from Mininet website:
https://github.com/mininet/mininet/wiki/Mininet-VM-Images



TABLE II: Configuration hardware and software

Host CPU Intel Xeon E5-2640 v2 @ 2.00GHz
Host Memory 32 GB

Host OS Ubuntu 14.04, Linux kernel 3.13.0-24
Virtualization VirtualBox 4.3.20

Guest OS1 Ubuntu 14.04 64-bit
VM configuration 4 CPU cores, 2 GB memory
Mininet version 2.2.0

Floodlight version 1.0

the ABW application and the Floodlight controller can (and in
some of our test cases will intentionally) suffer variable delay
thus this method can only approximate the actual traffic.

Fig. 3 sketches the network topology we created in Mininet
for testing our AWB application. S1, S2 and S3 creates a
classical Y topology which is frequently used as a testbed
for testing ABW applications [25]. The idea is to set up the
link between S1 and S2 to serve as the bottleneck link (lowest
capacity on the route) and then use H3 to generate cross traffic
on link between S2 and S3. If this cross traffic is high enough,
the bottleneck link and tight link will become different which
can interfere the calculations of current ABW tools [25]. To
realize such scenario, we use TrafficControl to maximize the
bandwidth capacities of the links and also, (in some scenarios)
to add variable delay between the polling application and the
Floodlight controller.

The default route policy in Floodlight won’t send any
traffic through S4. This enables us to use the feature in our
application which can predict the best possible alternative
route even if that’s not the default one. If the cross traffic from
H3 to H4 is larger than 10 Mbps than the alternative route
through S4 would provide a better path with larger available
bandwidth.

Furthermore, we use D-ITG [27] for traffic generation which
was proven to work much reliable than other traffic generation
platforms [28]. Using D-ITG, we are able generate constant
bit rate traffic with very precise inter departure times, variable
bit rate traffic using different stochastic distributions or replay
traffic according to previously captured traces. D-ITG also uses
logging mechanism for further reference tracking of the packet
inter departure times. Moreover, hosts are configured with the
CPU isolation method presented in Mininet HiFi [29] thus they
can’t interfere the traffic generation process of each other.

Possible scenarios to present:

1) Static scenrio with some CBR traffic on the net.
2) VBR traffic using Pareto distribution.
3) VBR traffic using variable delay.
4) Long term scenario using real traffic pattern.

V. CONCLUSION

In this report we presented an application that is able to
measure end-to-end available bandwidth (ABW) in Software
Defined Networks (SDN). Our application uses the Network
Operating System (NOS) to generate a graph representation
of the network topology and then use OpenFlow messages
to track the bandwidth utilization over every link in the
network. Based this information, we are able to calculate the
ABW on every path in the network. We also assembled a
test environment using Mininet for network emulation and
Floodlight for SDN controller in order to test our application
in various network conditions. Our results show that using
the presented technique for ABW measurement in SDN is
satisfactory for both short and long time scale measurements.
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